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Network Monitoring and Management Solution for Networking and Computing Services

Networking and Computing Services (NCS) asked me to build a monitoring and management solution for Johnson & Johnson’s Midwest regional network. The old process for managing the network consisted of standard telnet sessions from a console window. NCS had only a high-level network monitoring software known as Network Health. Network Health does not have the ability to measure specifics on the network, but only overall bites in and out. I decided to use three separate software packages to offer NCS the flexibility it needed. The first piece of software I used was called Multi Router Traffic Grapher (MRTG.) MRTG allows NCS to view its core switching router on a port level as opposed to monitoring the entire device in one graph. The second piece of software I used is Ciscoworks 2000. Ciscoworks is a management solution for companies that use Cisco hardware in their networks. This software has eliminated telnet sessions and gives the administrators a central place to go for all configuration needs on the network. Finally I chose Netscout/Ngenius. This software with Network Analysis Module Blades installed on the core switching routers, gives NCS the ability to view packets on the network based on IP, segment, and protocol. These three pieces together give NCS the tool that it had been lacking when trying to monitor/manage Johnson & Johnson’s Midwest regional network.
Networking Monitoring and Management Solution for Networking and Computing Solutions

1. Statement of the problem

Networks have changed the face of business. A network outage can prevent a company from conducting daily business activities. In a perfect environment a network would not have outages and the end user would never be affected. This unfortunately is not the case.

The ability to prevent these outages is essential to being a successful network administrator. Many different aspects of the computer environment can cause these outages. Software, hardware, and physical breakdowns are all some of the areas that can cause a network to fail. Preventing these outages through the network administrator’s efforts alone is far from efficient. There are multiple software packages accompanied by hardware upgrades that allow the administrator to more effectively do his/her job. At the same time these software packages cannot replace the network administrator.

The problem with these software packages is cost. They generally require hardware upgrades. They are not for a small to medium company without a full time Information Management department. These packages are for companies with a considerable amount of money in their network, that handle large amounts of network traffic on a daily basis.

2. Description of the Solution

With the dynamic needs of Johnson and Johnson’s Networking and Computing Services (NCS) one software package will not perform all necessary tasks that NCS requires. One software package does not have the capability for real-time monitoring and management. This is why I have chosen two separate software packages. The two I chose are Ciscoworks and Multi Router Traffic Grapher (MRTG.) These two pieces of software with Network Analysis Module (NAM) blades will allow me to provide NCS with a complete monitoring/management solution.
2.1 User Profiles

There are four different groups who need access to this solution. Some users will have access to each aspect of the solution and others will have access to only specific areas.

A. The WAN Network Administrator is located in Dallas Texas. He is ultimately responsible for the entire network. He supervises all core upgrades, frame relay upgrades, and any kind of physical upgrades. All network design and configuration at a WAN level is mainly performed by the WAN administrator. He supports the LANs at multiple sites. LAN network administrators work in support him locally. The WAN network administrator has a Cisco Certified Internetwork Expert. This individual has complete access to the solution, including administrative functions.

B. The LAN Network Administrators are the first individuals who will be working with my network monitoring solution. There is an administrator at Cincinnati, Albuquerque, and Juarez. These are the LAN administrators responsible for on site support for the LANs. They also support the WAN administrator for hardware/physical changes that need to be made. Each one of these users has a Cisco Certified Network Associate certification or better. LAN administrators have complete access to the solution.

C. Management needs to access to the networking solution for the monitoring tools. They need to be able to make business related decisions based upon the information provided by the software. Upgrades and changes are partially be dictated by the software. All administrators answer to management. The LAN administrators answer one manager based in Cincinnati. The WAN administrator answers to a manager based in New Jersey. The managers generally have a technical background with either a bachelor in Information Systems or another similar degree. Management have complete access to all monitoring aspects of the solution.

D. Miscellaneous members of the Data Team may need access from time to time. This includes co-ops, associates, and possibly IBM contractors. These individuals would have read access to view the network in its current state, but more then likely would not have write access. The Midwest Regional Manager would dictate this decision. Access will be granted on a case-by-case basis. Depending on who the user is, his/her role within the company, and what the situation calls for will dictate how much access he/she is given.
Figure 1. System Layout of Cincinnati Local Area Network
2.2 Project Design

Networking is the primary focus of my project, as a result of the need at Johnson and Johnson for networking monitoring and management. Working with Cisco switches and routers, Windows servers, and security is what makes this project as focused as it is. Additionally I have been tasked with building a Windows Server to house the Ciscoworks software.

The second focus of my project is web development. I built an introductory HTML page to help users navigate between the different aspects of my solution.

3. Objectives of the Project

- Solution to monitor the network usage on multiple devices. All must be real time.

- Setup a historical tracking system for bandwidth across designated ports.

- Implement Ciscoworks 2000 across the Midwest region WAN and LAN allowing network administrators to manage the network via the web.

- Install NAM blades in Cincinnati.

- Setup all routers and other devices to interact with Ciscoworks and MRTG

4. Design and Development

This section will cover the timeline of tasks and the schedule, budget, all software used, the hardware involved, and security.

4.1 Timeline

This section includes all progress of my project from Senior Design I through Senior Design III. There were a number of scares with the hardware issues, and a number of hurdles to overcome.
4.1.1 Senior Design I

Weeks 1 – 4
- Gather possibilities for project
- Research

Weeks 5 – 8
- Decision on project
- Research

Weeks 9 - 11
- Prepare presentation
- Present decision on Networking Monitoring/Management Solution

4.1.2 Senior Design II

Weeks 1 – 7
- Decide on Software
• Configure MRTG and Setup

Weeks 8 – 11
• Install Ciscoworks 2000
• Setup For Cincinnati
• Purchase NAM Blades
• Installation of NAM Blades in Cincinnati
• Prototype presentation
• Turn in Design Freeze

Fall September – December
• Finish installation throughout the WAN
• Configure Ciscoworks for entire WAN
• Setup MRTG websites for all necessary Devices

4.1.3 Senior Design III
• Documentation for Maintenance
• User Guide
• Final Draft
• Present to Faculty/NCS Data Team

4.2 Budget

This section covers the budget used to build the solution. The overall hardware used for the solution but already owned and used by Johnson & Johnson is also included.

4.2.1 Budget for Solution

<table>
<thead>
<tr>
<th>Device</th>
<th>Cost</th>
<th>Location</th>
<th>Number</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAM Blade</td>
<td>18,000</td>
<td>Cincinnati</td>
<td>2</td>
<td>36000</td>
</tr>
<tr>
<td>NAM Blade</td>
<td>18,000</td>
<td>Juarez</td>
<td>2</td>
<td>36000</td>
</tr>
<tr>
<td>NAM Blade</td>
<td>18,000</td>
<td>Albuquerque</td>
<td>1</td>
<td>18000</td>
</tr>
<tr>
<td>Software License (upgrade)</td>
<td>700</td>
<td>Cincinnati</td>
<td>1</td>
<td>700</td>
</tr>
<tr>
<td>Windows Box for Ciscoworks</td>
<td>675</td>
<td>Cincinnati</td>
<td>1</td>
<td>675</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>$91,375</td>
</tr>
</tbody>
</table>

Figure 3. Budget

4.2.2 Other Associated Figures
- Cincinnati and Juarez has $1.6 million of networking equipment including that in the regional network center.
- Juarez has $660,000 in hardware.
- Albuquerque has $660,000 in hardware.

4.3 Software

This section covers all software I used to build the solution for Johnson and Johnson. There were multiple parts I had to use when I thought I would only use two.

4.3.1 Ciscoworks 2000

Ciscoworks 2000 is a software package sold by Cisco that allows its users to both monitor and manage LAN and WAN technologies. This software allows users to utilize Graphical User Interface to configure Cisco equipment such as routers and switches. The software comes with four modules. These modules each come with different capabilities. Some of which allow the user to manage the network and track hardware. Other uses are: tracking Cisco help desk cases, asset management, Virtual Private Network monitoring, and security on the software itself.

The software package allows Network administrators to access and manage the network without having to remote into each individual switch. All network management can be performed in a central location through a Web browser.

4.3.2 Netscout

Netscout/Ngenius is the fifth module of the Ciscoworks solution package. This application is setup to capture traffic sent to it from either probes or NAM blades setup on the network. The abilities of the software are directly related to how the NAM and switches are configured. With the correct hardware in place Netscout can sniff for specific protocols, IP’s, or packets based on size. The software is useless without the
associated hardware, in this case the NAM blades. The NAM blades allow the
administrators to monitor specific Protocols such as AOL, Real Audio, or SMTP. The
administrator can then use Netscout to view the packets that are captured by the NAM
blade.

4.3.3 Multi Router Traffic Grapher (MRTG)

MRTG is a software package, which is free to the public. It offers the ability to
watch bandwidth utilization on specific devices. It is built with Perl, and the user must
build the configuration files. Depending on configuration it runs on each segment of the
network in five-minute intervals. NCS has been concerned with monitoring specific
ports on its core devices. These devices are 6509 series switching routers. They are what
support the entire network. MRTG allows the user to monitor each port and its bites both
in and out.

4.3.4 Windows Operating System

Although the Ciscoworks 2000 software is designed to run on a server, the cost
kept NCS from purchasing another server. I encountered numerous issues with trying to
install Ciscoworks on an application server. We have two development servers, and due
to multiple port conflicts and a lot of hours on the phone with Cisco I was unable to get
the software running correctly. When I built a high-powered desktop and used Windows
Professional 2000 I had no problems at all. This also gave me the ability to build manage
my own box. This allowed me to make changes to the server without involving the
server-farm administrators.
I was forced to install Internet Information Services on this box due to the needs of MRTG. MRTG requires IIS to host its pages. MRTG uses web pages to show its data, but without IIS I could not host them so NCS could utilize the charts.

4.4 Hardware

This section covers what I used to build my solution and house my software. I went through multiple iterations of hardware, but ended up settling on a high-powered desktop.

4.4.1 NAM Blade

Network Access Module (NAM) blades are modules that plug into the back of routers. They allow for monitoring specific devices across the network. These modules can record data real time and send it to a server somewhere on the network for library of historical data. This data can be filtered according to the administrators needs. The administrator can specify both destination and host addresses. The NAM blades also allow for protocol monitoring while reporting IP and MAC addresses. The blades themselves are an actual card that must be installed on a Cisco 6509 or some other high end switching router.

4.4.2 Cisco Catalyst 6509 Router

Cisco’s Catalyst 6509 is the core of Johnson & Johnson’s network. These devices handle all traffic coming into and out of the network. NAM blades are installed on them to allow for monitoring of the Network. Ciscoworks interfaces with them for network management and actual configuration on the 6509 itself.
4.4.3 Cisco Switches

A host of Cisco switches are used in Johnson and Johnson networks. Most are either a Cisco 4006 or a Cisco 3548 devices. These devices are scaleable allowing for expansion as users are added. Each one is “Trunked” back to a port on the Catalyst 6509’s through a one-gig fiber cable. Additionally they interface with Ciscoworks 2000 allowing the administrator to manage the network without having to telnet or session around the network.

4.4.4 Desktop

The desktop in choice is an IBM desktop with Windows 2000. The requirements of this box were specified by Cisco. Cisco required certain Processor, RAM, Swap Space, and Available drive space of the desktop (4.)

System Requirements

<table>
<thead>
<tr>
<th>Requirement Type</th>
<th>Entire LAN Bundle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Ultra 60MP</td>
</tr>
<tr>
<td>Memory (RAM)</td>
<td>512 MB</td>
</tr>
<tr>
<td>Swap space1</td>
<td>1  GB</td>
</tr>
<tr>
<td>Available drive space</td>
<td>6 GB and space for software management files</td>
</tr>
</tbody>
</table>

Figure 4. Hardware Requirements of the Ciscoworks/MRTG/Netscout Server

4.5 Security

Security is handled through different means. The Ciscoworks Software has user authentication already built into the software. I have created access lists based upon the needs of the user base. Network Health is currently hosted on a URL within Johnson & Johnson’s intranet. The URL of the navigation page is distributed to those individuals
who have reason to view the page. It is not necessary to use an access list to prevent
other users from accessing the site. The information is not confidential. Only giving out
the URL to specific individuals is more than enough security.

4.6 Testing Procedure

Various people throughout the development of the solution preformed testing. I gave
all users access to each aspect of the solution as it was implemented. They were
allowed to use it as much as they wanted and in anyway. I addressed issues as they
were found.

5. Proof of Design

This section will cover the proof of my design and go into detail of how all my
deliverables were met.

5.1 Solution to monitor the network usage on multiple devices. All must be real
time.

The Netscout/Ngenius software allowed me to add this ability to my solution.
The software actually receives packets forwarded from the NAM blades and allows them
to be arranged so they may be viewed for real time data.

The data available can be sorted, filtered, and saved into a CSV file so the data
captured can be easily interpreted. The first step was configuring the Netscout to work
with the NAM blade. Figure 5. shows the GUI used to set up the NAM.
Figure 5. Configuring the Netscout to Work with the NAM

The next step to using Netscout and the NAM is configuring specific protocols. In the instance in Figure 6, I used AOL Instant Messenger for my example. I used the NAM blade located in Cincinnati to capture the data, the IP address entered in the “Source” was mine (10.14.116.162,) and the protocol chosen was AIM.
Figure 6. Configuring Data Capture

The final step after allowing the NAM to capture data is to upload the buffer and analyze the packets received. The buffer is uploaded to the server, and Netscout just uses the PC of the user to act as a terminal. Figure 7. shows a number of packets captured, all of which are from a client on the LAN using AOL Instant Messenger.
Figure 7. Analyzing the Packets

This shows packets with a destination, source, and time with a specific protocol. This feature has allows NCS to find users on the network who are using AOL, Real streaming audio, and another of other protocols that present security and bandwidth concerns.

5.2 Setup a historical tracking system for bandwidth across designated ports.

I agreed to setup a tracking system for NCS across key ports on the Core A Catalyst 6509. This tracking keeps track of the utilization of bites in and bites out. Upon some research I spoke with a coworker who had heard of the Multi Router Traffic Grapher, which was open source and based on Perl. My boss was excited to hear open source and since Perl was free as well he was on board. I built the configuration files per specific ports he requested. These ports are on the Core A. The Regional Network
Center (RNC) link shown at the bottom of Figure 8 is the link to the Internet and what is called “J&J net” (WAN). I built the HTML navigation page for ease of use.

![Cincinnati Core A Switch Monitoring](image)

**Figure 8. Navigation for Core A Historical Data**

Figure 9. shows the thirty-minute utilization of ports 1/1 and 2/1. These ports are Trunk to Core Switch B. Core switch B is a redundant switch set up for support of the server core, Internet, and WAN connection. The green fill in the chart shows the bites in. The blue line on top represents the bites out. The Maximum amount of bites for that period is given under the chart along with the average and “current.” Current is not exactly accurate since one cannot physically watch the chart change.
Cincinnati Core A Switch Monitoring

Traffic Analysis for 312 -- EESUSCRK_Cor6a

System: EESUSCRK_Cor6a
Maintainer:
Description:
Type: propVirtual (53)
Name: CRC-312.04
Max Speed: 250.0 Mbit/s

The statistics were last updated Sunday, 25 February 2004 at 16:22, at which time 'EESUSCRK_Cor6a' had been up for 115 days, 10:30:56.

Daily' Graph (5 Minute Average)

Weekly' Graph (30 Minute Average)

Figure 9. Thirty-minute Bandwidth Chart for Ports 1/1 and 2/1

Finally, the MRTG also tracks daily, monthly and yearly usage. This allows NCS to examine the charts and check for trends. This is something that was lacking prior to this solution. A port would get overworked and need a redundant connection, but the network administrator and management had no way of knowing. Figure 10. shows the RNC connection to the Internet and to the WAN. This is the exact same page (except for different ports) as shown in Figure 9, except it shows historical tracking instead of the 30-minute chart.
Figure 10. Historical Tracking of the RNC for Daily, Monthly and Yearly Data

5.3 Implement Ciscoworks 2000.

Ciscoworks 2000 is powerful in two respects. It allows both monitoring and management of the network. My decision to use it was driven by the fact that Johnson & Johnson already had a license for it, although NCS had to pay for its specific use for the Midwest region. I had to do a number of things to correctly configure the software. The hardware devices throughout the network had to be configured. These configurations including: setting up community and Simple Network Management Protocol (SNMP) strings. The “code” (Operating System) on those devices had to be upgraded as well. Finally seed devices had to be specified so that Ciscoworks could reach across the network to discover all nodes on the LAN and WAN. There are also a number of unforeseen port conflicts that I ran into. These ports had to be changed to open ports on the desktop. Figure 11. shows the configuration of the seed devices. These are the
devices that allow Ciscoworks 2000 to "spider web" out and find new regions of the LAN/WAN.

![Image of Seed Devices](image)

**Figure 11. Seed Devices (Cisco Catalyst 6509's)**

Ciscoworks 2000’s ability to monitor the network goes not just to its own devices, but also to all other devices on the network. This was part of my reasoning for choosing this software. This gave the NCS staff the ability to quickly find devices on the network, both from a physical and logical location. Figure 12. shows part of the list from “User Tracking.” User Tracking allows the user to find devices on the network, their MAC address, IP, device they are on.
Figure 12. User Tracking

The final piece of Ciscoworks 2000 that makes it so valuable is its ability to manage hardware on the network. Figure 13. shows the back of a Cisco Catalyst 4006 switch. This view shows the switch as if one was physically looking at the back of the device. The green ports represent a port with a device currently live, while the tan ones do not have a device plugged in. The drop down box shows all devices that Cisco View can utilize.
Figure 13. Cisco View

5.4 Install NAM Blade in Cincinnati

My group had a scheduled network outage in November of 2003 which I used to my advantage. To install a NAM Blade into a Catalyst 6509, the code on the switch must be upgraded, and the device must be powered down, then restarted. I was able to get the code upgraded, and make the necessary configuration changes on that Sunday. Figures 14., 15., 16., and 17. show the steps I have to take every time I need to log into the NAM Blade.
Figure 14. Telnet to the Core A router

To connect to the switch which houses the NAM blade, one must telnet first to the built-in router, which has the .110 IP address.

Figure 15. Telnet to the Core A switch
Figure 16. Session to the NAM Blade

Even though the NAM Blade is physically in the same case as both the Core A switch and Routers, they are logically separate. This is why it is required to “session” to the NAM Blade.

Figure 17. NAM Configuration

For Security reasons I cannot show my entire configuration to the NAM Blade. This shows some of what I had to configure through the telnet sessions. Figure 18. shows the GUI that can be used once initial configuration is complete. The GUI on the NAM is
all but useless with the use of the NetScout software. The NetScout software allows for just about all functionality that the NAM Blade has to offer.

![NAM GUI](image)

**Figure 18. NAM GUI**

### 5.5 Setup all routers and other devices to interact with Ciscoworks and MRTG.

The final piece for the solution was the configuration of all devices to function with my software selection. A number of devices had no SNMP scripts set up. I had to go through and find all devices that would not show up in Cisco View. I knew from asset records how many pieces of Cisco hardware were in the network. I then had to go through and find which ones were, and which ones were not in the network. Once I found which ones were not, I had to telnet to them and setup the SNMP scripts on each device.

I had a few other issues with some devices showing up, but they could not be managed or changed from the GUI within Ciscoworks. Each one of these turned out to
be an incorrect “Write” community string. When I set the community strings to match
the ones I set within Ciscoworks the devices were then accessible.

All three NAM Blades were installed on a Catalyst 6509. Each of these devices
did not have Switched Port Analyzer (SPAN) enabled. I had to enable SPAN on each
6509, and then SPAN ports per what I wanted to monitor. I also had to setup the SPAN
destination ports, which was the always the NAMs. In Cincinnati the port set for the
NAM Blade was 9/7. Each one had to be set accordingly.

6 Conclusions and Recommendations

This section covers things I learned along the way, and advice for someone doing
a similar project.

6.1 Conclusions

This project was proposed to me and I initially thought I could complete it by the
end of the summer. Each time I got close I would run into either technical issues or
bureaucratic issues. Three times I had to change devices that would house the solution.
The first time I had the solution on an IBM desktop but I was told not to use a desktop
and it went against Johnson & Johnson standards to have a desktop act as a server. When
I tried to purchase a server I was forced to put the software first on a
development/application server. I ran into SQL server on this server. After a number of
emails with Cisco’s tech support I found that Ciscoworks will not function correctly with
SQL.

I was then forced to move the box to another development/application server only
to find more port conflicts on it. The final solution was to purchase virtual servers, but
they would not come in until after I finished this project. I ended up putting the solution back on the original desktop.

Hardware seemed to be the recurring theme for my project. When I thought I was close to getting the NAM blades purchased I found out that the money that was allocated for their purchase was not in the budget. My project was at a standstill and I got the feeling that I would be searching for a new project. At the last minute, NCS’ network administrator did some creative number crunching and found the money in the budget.

I ended up rather frustrated from all this because I almost could not finish this project multiple times. More then once I foresaw another six months of Senior Design so I could find a new project.

6.2 Recommendations

After working for a large company and doing a senior design project for them I found myself at its mercy. This was a warning I received from multiple faculty members. I would still recommend doing a Senior Design project for a large company, but ensure that money is allocated, and spend it immediately. Do not wait, because if the money is not spent, it is gone.

Finally, I worked closely with Cisco’s technical support. When I started the project I did not have an ID of my own. I was constantly borrowing the network admin’s and he would forward responses to me. When the announcement was made that the network admin was leaving I immediately got my own account. This meant I could log into Cisco’s secure site, download patches on my own, and gain access to documentation. Had I not done this, I am not sure I would have completed the project in time. With my other duties at work it was not an issue waiting on the network admin to assist me, but
when I got my own I could focus more on my solution then some of my other duties. My recommendation is do not count on anyone else for anything on a Senior Design project.
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